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Learn 
safer 
with 

curriculum 
learning!

Results: Highest success rates with low constraint violation regret

Safety-maze
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In safety-maze, SCG achieves lower CV regret than CURROT, the only other method that yields 100% success. In safety-push and goal, SCG 
achieves the highest success rates, simultaneously reducing constraint violations.

Safety-goal Safety-push

Safe vs Unsafe Curricula
Naïve attempts lead to constraint violations early 

on during training!

Expected cost of policy 𝜋𝑙 in context 
distribution 𝜌𝑙 at iteration 𝑙

∑𝑙∈[𝐿]max{𝔼 𝐱∼𝜌𝑙 𝑉𝑐
𝜋𝑙 𝐱 − 𝐷, 0}

Constraint Violation Regret

Objective of curriculum learning 
Automatically generate a sequence of 
tasks/contexts to accelerate learning.

Gap
Existing CL approaches overlook constraints!

Problem Setting

Context Space
𝐱 ∈ 𝒳

From contexts to Constrained MDPs

Contextual Constrained MDP
ℳ = ❬𝒮,𝒜,𝒳,M,𝐷, γ⟩

𝑀 𝑥 = ⟨𝒮,𝒜, 𝑝𝐱, 𝑝0,𝐱, 𝑟𝐱, 𝑐𝐱⟩

𝜋∗ ∈ max
𝜋

𝔼𝐱∼𝜑 𝑉𝑟
𝜋(𝐱)

s. t. 𝔼𝐱∼𝜑 𝑉𝑐
𝜋(𝐱) ≤ 𝐷

Optimal Policy

Given:
Target context 
distribution 𝜑

Epoch 10 Epoch 50 Epoch 100 Epoch 450
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Lighter for higher goal tolerance

Safe Curriculum Generation: Prioritize safe tasks

𝜌𝑛𝑒𝑥𝑡 = argmin𝜌𝒲2 𝜌, 𝜑

        s. t. 𝜌 𝑥 > 0 ⇒ 𝑉𝑟
𝜋𝑘 > 𝜁, ∀𝑥 ∈ 𝒳 

           𝜌 𝑥 > 0 ⇒ 𝑉𝑐
𝜋𝑘 < ෩𝐷, ∀𝑥 ∈ 𝒳

           𝒲2 𝜌, 𝜌+ ≤ 𝜖

Objective
Approach target 𝜑

Constraints
Performance

Safety

Pace of learning

Source 
distribution

𝜌+ determined 
by each phase
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