Problem Setting

Objective of curriculum learning
Automatically generate a sequence of
tasks/contexts to accelerate learning.

Gap
Existing CL approaches overlook constraints!

Contextual Constrained MDP
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Constraint Violation Regret
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Safe vs Unsafe Curricula

Naive attempts lead to constraint violations early
on during training!
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CURROT

Klink, P., Yang, H., D’Eramo, C., Peters, J., & Pajarinen, J. (2022). Curriculum
reinforcement learning via constrained optimal transport. In ICML.
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Safety-Prioritizing Curricula for Constrained Reinforcement Learning
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Highest success rates with low constraint violation regret

In satety-maze, SCG achieves lower CV regret than CURROT, the only other method that yields 100% success. In satety-push and goal, SCG

Expected success

CV Regret

achieves the highest success rates, simultaneously reducing constraint violations.
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